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dispersions by optimizing the constant coefficients of the finite-difference operator. Differ-
ent from traditional optimized schemes that use the 2-norm and the least squares, we pro-
pose to construct the objective functions using the maximum norm and solve the objective
functions using the simulated annealing algorithm. Both theoretical analyses and numeri-
cal experiments show that our optimized scheme is superior to traditional optimized
Explicit finite-difference schemes with regard to the following three aspects. First, it provides us with much more
Numerical dispersion flexibility when designing the objective functions; thus we can use various possible forms
Maximum norm and contents to make the objective functions more reasonable. Second, it allows for tighter
Simulated annealing algorithm error limitation, which is shown to be necessary to avoid rapid error accumulations for
simulations on large-scale models with long travel times. Finally, it is powerful to obtain
the optimized coefficients that are much closer to the theoretical limits, which means
greater savings in computational efforts and memory demand.

© 2013 The Authors. Published by Elsevier Inc. All rights reserved.

Keywords:
Optimized scheme

1. Introduction

The explicit finite-difference (FD) scheme is one of the most popular approaches used in various numerical simulations,
because it is simple in its numerical implementation and is powerful in handling complex media. However, the conventional
explicit FD method has serious numerical artifacts in the presence of high-frequency components and/or coarse grids. This
problem would dramatically increase both the demands on the memory and computational cost, especially for large-scale
models [7], since a fine grid should be properly designed and a high-order FD operator should be applied. A popular way
to avoid this problem is to manually decrease the dominant frequency. This method could result in an acceptable running
time, but would result in very limited spatial resolutions, because high-frequency components are necessary for improving
the final resolutions. Another way is to apply advanced methods that have less numerical dispersion, such as optimized ex-
plicit FD methods and implicit FD methods (either conventional or optimized). Compared with implicit FD methods, explicit
FD methods usually have much less computational cost. Therefore, we prefer to develop the optimized scheme of explicit FD
methods to further reduce the numerical dispersions while maintaining the computational cost.

Optimized schemes of FD methods appeared two decades ago [10,17]. It has been widely used to reduce the numerical
dispersions in many practical applications, such as acoustics, seismology, and electromagnetics. The basic idea of the
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optimized scheme is to increase the accurate wave number coverage of the FD operator within a tolerable error range by
modifying the constant coefficients. The main advantages of using optimized explicit FD methods are that we can signifi-
cantly improve the numerical results by maintaining the algorithm structure, the source code and the computational effi-
ciency. In addition, we can use a relatively coarser grid as well as larger time step, hence the memory demand and the
total running time would further decrease.

Holberg [10] suggests using the group velocity, which is related to dispersion errors. Etgen [6] suggests employing the
phase velocity rather than the group velocity, since the phase velocity is more straight-forward than the group velocity.
Some works propose adding a weight function to the objective functions to enhance the influence of the wave number of
interest [9,13,16]. However, almost all traditional optimized schemes use the least squares to minimize the objective func-
tions. Thus the forms and the contents of the objective functions are fairly limited and inflexible. Unfortunately, the forms
and the contents of the objective functions greatly affect the extent of the improvement in accuracy. In other words, the cov-
erage of accurate wave numbers obtained by traditional optimized schemes is not wide enough because of the limitations
created by the objective functions. Therefore there is still some development space for optimized schemes.

In addition, traditional optimized schemes do not pay enough attention to the proper selection of error limitation, which
is found to be critical for solid accuracy improvement. Usually traditional optimized schemes tend to employ relatively large
error limitation to obtain a wide-enough accurate wave number coverage. Typically, the error limitations shown in the lit-
erature range from 0.0003 to 0.03 [10]. Although we may have seen a large accurate wave number coverage range in the-
oretical analyses, we would ultimately find that an optimized FD operator using a large error limitation is actually apt to
obtain less improvement or even worse results compared with un-optimized FD operators [26]. Therefore, we should try
to obtain a reasonable accurate range that is as wide as possible; meanwhile we should carefully select the error limitation
to guarantee that the accuracy improvements are tangible.

Almost all previous optimized schemes use the 2-norm to construct the objective functions, because such objective
functions can be easily solved by the least squares (e.g., [2,3,13,16,23,27]). Whereas, the main task of optimization is to
improve the accurate wave number coverage, as widely as possible; thus all our works should contribute to this task,
including constructing the objective functions and solving the objective functions. We should not consider too much
whether the objective function is easy to solve by some existing method; after all, either the 2-norm or the least squares
is just one possible choice. Besides the 2-norm, we can use the 1-norm, the p-norm and the maximum norm. Besides the
least squares we can use many other advanced optimization approaches, such as the simulated annealing algorithm [14],
the genetic algorithm [11] and the particle swarm optimization [5]. Therefore we may obtain much greater accuracy
improvement, or even reach the theoretical upper limit, if we adopt a reasonable objective function, a powerful solver
and a proper error limitation.

In this paper, we employ the maximum norm to construct the objective functions and use the simulated annealing algo-
rithm to minimize the objective functions. The maximum norm provides us with an intuitive and effective measure of the
optimized FD operator. The simulated annealing algorithm provides us with a more powerful tool in searching for the opti-
mal coefficients. Without being constrained by the solver as before, we can freely design the forms and contents of the objec-
tive functions and try to make the objective functions more reasonable. The maximum norm and the simulated annealing
algorithm allow us to use much smaller error limitations to make the accuracy improvements more concrete.

Traditional optimization methods have difficulties in evaluating the error before performing the optimization. Thus, they
empirically give a possible wave number range that the optimized operator may cover. In consequence, the maximum error
will be very high if the expected input wave number is too big; otherwise, the accurate wave number range will be under-
estimated. In contrast, the new scheme proposed in this paper does not have such a problem. One can determine the pre-
ferred error limitation according to the modeling tasks by either the size of the model or the duration of the record. Then
the program will try its best to find the optimal coefficients under the given error limitation.

2. Basic forms of optimized FD operator

According to the sampling theory of discrete signals, the band-limit continuous signal f{x) can be recovered by a sinc
interpolation of uniformly sampled signals f,, as follows

f0) = i sinn[( T(x— n)A)]

where A is the grid interval of spatial direction x, and f, = f(nA) are the sampled values on the discrete positions nA. For
simplicity, we define ¢ = /A and 0 = (x — nA)@; hence the first four orders of spatial derivatives are
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These expansions at x = 0 are as follows
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respectively. We see that there is a singularity when n=0. To avoid this singularity, we can also express the expansions
according to the symmetry as follows [16]
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where m is the order of the derivatives, and a;, are the coefficients of f, in Egs. (6)-(9), n=1,2,...,0
The conventional explicit FD operators are actually truncated Nth-order expansions multiplied by a window function a,
[8,4], where N is an even integer and a,, is the constant coefficient defined by the binomial coefficient formula

(/)

For the optimized scheme, the basic aim is to search for a new group of coefficients that are different from the above
expansions and have better numerical performance. The final form of the optimized FD operator can be expressed as follows:

" 13
o 2 i (13)

where b, are the coefficients that are ready to be optimized.
According to the Fourier transform theory, the spatial derivatives can be equally expressed in the wave number domain as
follows [15]

9"f(x)

oxm

= (ike)"F(ky), (14)

where k, is the wave number, F(ky) is the forward Fourier transform of f{x), and i = v/—1. Eq. (14) is the analytical expression
of the spatial derivatives in the wave number domain, which covers the whole Nyquist bandwidth. Thus we can examine the
accuracy of our optimized FD operators by comparing their Fourier transforms with the analytical wave number (ik,)™. When
m =1, applying a spatial Fourier transformation to (13), we obtain the following relation

N/2

Z by sin(nk,A)F (k) = ik, F(kx), (15)

n=-N/2

ikyF(ky) ~ %

where k; is defined as the wave number of the optimized FD operator, and k; is an approximation of the analytical wave
number k,. When m =2, we obtain the following relation
N/2

—kﬁF(kx) ~ % Z b, cos(nkyA)F(ky) = —(k;)zF(kx). (16)

n=-—N/2



514 J.-H. Zhang, Z.-X. Yao /Journal of Computational Physics 250 (2013) 511-526
3. Objective functions using maximum norm

The 2-norm is the most popular criterion used to construct objective functions (e.g., [2,13,16,19,23,27])

ke
E— / k)™ — (ik)" Pwiks)dk, (17)
0

where k. is the maximum accurate wave number under a given error limitation, k; is the approximated wave number, and
w(k,) is some weight function. The least squares are usually used to find the optimized coefficients that minimize the objec-
tive functions. The optimized coefficients could be determined by setting

3
ob,

and solving the resulting system of linear algebraic equations. The advantage of using the 2-norm and the least squares is
that we can obtain a unique group of optimized coefficients. However, the forms and the contents of the objective functions
are somewhat limited; that is, one cannot design the objective functions arbitrarily since the designed objective functions
should be solvable by the least squares. This limitation makes it difficult to find the optimal group of optimized coefficients,
because the flexibility of designing the objective functions would severely influence the final accuracy.

In fact, the 2-norm is only one of the candidates for examining the optimized coefficients. We can also use the 1-norm or
the maximum-norm (i.e. the infinite-norm). Following the theory proposed by Tam and Webb [23], Bogey and Bailly [3] min-
imize the relative difference rather than the traditional absolute difference. Using 1-norm and proper weight functions, ob-
tain much higher accuracy than the standard explicit high-order methods. For all traditional optimization methods, however,
it is difficult to provide a proper accurate wave number range, which is required before performing the optimization but is in
fact critical for the success of optimization; in addition, they all fall into the least square when minimizing the objective
function.

The p-norm is defined as

1/p
Iyllp(ZIy;”> , J=12...] (19)
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For p = 2, Eq. (19) denotes the 2-norm; for p = oo, Eq. (19) denotes the maximum-norm, which can also be expressed as

Yl = max(lys |, 1yl y)- (20)
Recalling that
1Yl < 1Yl (21)
we see that the maximum-norm is not so strict as the 2-norm. Generally, if p > r >0, we have
Il < Iyl (22)

Inequality (22) indicates that the maximum-norm is the loosest among all p-norms. Fortunately, this loosest constraint
would not seriously affect the accuracy since the value of ||y||.. is comparable to that of the 2-norm and 1-norm. The max-
imum-norm provides us with the largest number of possible solutions under a given error limitation [24]. This would greatly
enhance the possibility of finding a group of optimized coefficients when scanning a vast solution set. On the other hand,
checking the maximum deviation sounds more reasonable than checking the “distance” between the accurate and approx-
imated wave numbers since it is not working in the space domain. Therefore, we chose the maximum-norm as our criterion
for designing the objective functions to extend the accurate wave number coverage as widely as possible.

In this paper, we examine the absolute error between the analytical wave numbers and the approximated wave numbers
using the maximum norm. For the optimized FD operators of the frequently-used first- and second-order derivatives, the
objective functions are

N2
E(k.,&) = max |kA — Z b, sin(nk,A)

0<ky<ke n=—N/2
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and

N/2
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O<ky<ke nooN 2

respectively, where k. is the maximum accurate wave number range that the optimized FD operator can handle, and ¢ is the
error limitation, also called the tolerant threshold. This is probably the most straightforward and simplest objective function
that we can find in the literature. It is an intuitive and effective measure of the optimized FD operator.
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4. Optimized scheme using simulated annealing

Despite being straightforward and simple, the maximum-norm is actually seldom used in designing the objective func-
tions; in contrast the 2-norm is popular. The main reason is that the maximum-norm cannot be solved easily by the least
squares. Holberg [10] presents the absolute error of the group velocity based on the maximum-norm; whereas he uses
the 4-norm in practice in order to still use the least squares for determining the optimized coefficients. Lele [17] suggests
using the relative error of the optimized FD operator based on the maximum-norm when designing a compact scheme
(i.e., optimized Padé scheme); however he determines the optimized coefficients by solving the linear algebraic equations
on several specified wave numbers.

Obviously, it is difficult to solve the maximum-norm problem; thus we have to employ a much more complex optimiza-
tion approach. In this paper, we use the simulated annealing algorithm [14,22], as it has good flexibility in handling various
optimization problems. The simulated annealing algorithm is also famous for searching global minima that are buried
among many local minima. Therefore it is suitable for our purposes. Fig. 1 shows the flowchart of solving the objective func-
tions based on the maximum norm using the simulated annealing algorithm. In fact, we would obtain many quite different
groups of reasonable solutions under a given error limitation rather than only one group as with the least squares; thus we
can further select the best one by some tradeoff between the accurate-wave number coverage and the total error (or the peak
error).

The flowchart shown in Fig. 1 tries to find the best group of the optimized coefficients under the given error threshold T
by continuously searching until it cannot get a better group within the given iteration number N. The best group of optimized
coefficients means that it provides the widest accurate-wave number range of [0, k.]. The temperature S basically controls the
range of perturbation on the solution; for a high temperature, there is a high possibility to reach a wide range, and vice versa.

0=0.99; n=1; N=1000; £&=1000
§=10000; Sp=0.00001; /=1; K=100
. T
¥

| a=aytR[0,1]%(a,—a,); c=a; p=E(c); FZOI
Ju
—»—; N
EEN
P N

IS:E(a);b:aI | p=expl[E(0)-E(a))/S} |

No

Fig. 1. Flow chart of the optimized scheme using the simulated annealing algorithm. E is the objective functions shown in (23) or (24). b denotes the vector
of b_nj2 to by, o denotes a small perturbation around b. ap and a; denote the bottom and upper limits of b, respectively. ¢ is the absolute error. T is the error
limitation. S is the temperature, « is the cooling rate and Sy is the minimal value of S. n=1,2,...,N and N is the repeat number under the current
temperature S. k = 1,2,...,Kand K is the total uniform sampling number of the wave number k, € [0, 7). k. = M x 7/K is the maximum accurate wave number
found by the flow chart. M is the index of the maximum accurate wave number k.. F is a flag: true for 1 and false for 0. R[0, 1] is a function to generate a
random number between 0 and 1.
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For each searching procedure at the kth wave number, the temperature S would be very high (e.g., 10000) at the beginning to
guarantee that the best solution can be obtained. The temperature would gradually decrease by a factor of o = 0.99. For any
estimated coefficients c (i.e., b_y/2 ~ bn2), some small perturbations ¢ are added to test whether there are any better
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Fig. 2. Influence of the error thresholds on the optimized FD operators. (a) A global view of absolute error within [-0.6,0.1]; (b) a local view within
[—0.001, 0.0004]. The FD operators are for the second derivative along the spatial direction. Curves denote the absolute errors between the wave number of
the FD operators and the analytical wave number. Thin solid curves denote the conventional FD operators with numbers indicating the order. The bold
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curves denote the optimized 8th-order FD operators using different error limitation e.

Table 1
Optimized coefficients for high-order FD operators of first derivative.*
4th-Order 6th-Order 8th-Order 10th-Order 12th-Order

by 0.67880327 0.77793115 0.84149635 0.88414717 0.91067892
b, —0.08962729 —0.17388691 —0.24532989 —0.30233648 —0.34187892
bs 0.02338713 0.06081891 0.10275057 0.13833962
by —0.00839807 —0.02681517 —0.04880710
bs 0.00398089 0.01302148
be —0.00199047

2 bg=0,and b_,=—b,, n=1,2,...,Nj2, where N is the order of the optimized FD operator.
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coefficients around c. If there are some, the perturbed coefficients a = c + 5 will be set to be the initial values for the next
searching procedure at n + 1; if there is no, they will still be taken as the potential candidate of the initial values with a ran-
dom possibility by R[0,1] < exp{[E(c) — E(a)]/S}, where E is the maximum of the absolute errors between the analytical wave
numbers and the approximated wave numbers for 0 to k (see Egs. (23) and (24)). If some group of coefficients satisfies

Table 2
Optimized coefficients for high-order FD operators of second derivative.?
4th-Order 6th-Order 8th-Order 10th-Order 12th-Order

bo —2.55616844 —2.8215452 —2.97581692 —3.06801592 —3.12513824
by 1.37140059 1.57663238 1.70664680 1.78858721 1.84108651
b, —0.09331637 —0.18347238 —0.25959423 —0.31660756 —0.35706478
b3 0.01761260 0.04618682 0.07612137 0.10185626
by —0.00533093 —0.01626042 —0.02924772
bs 0.00216736 0.00696837
bg —0.00102952

®b_p=b, n=1,2,...,N/2, where N is the order of the optimized FD operator.
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0 -
-0.1 |+ -
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5 02F E
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S g3l i
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-0.5 |- | — Optimized 10th-order FD i
— Optimized 12th-order FD
0.6 . . . . . . .
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Fig. 3. Accuracy comparison between the conventional and optimized FD operators of the first derivative. (a) A global view of absolute error within
[-0.6,0.1]; (b) a local view within [-0.0006, 0.0002]. Curves denote the absolute errors between the wave number of the FD operators and the analytical
wave number. Thin solid curves denote the conventional FD operators with numbers indicating the order. The bold curves denote the optimized FD
operators using the error limitation ¢ = 0.0001.



518 J.-H. Zhang, Z.-X. Yao /Journal of Computational Physics 250 (2013) 511-526

E(a) < T, then it will be remembered as the potential solutions b for O to k. Next, we would further test whether there is some
solution for O to k + 1. If there is no solution for O to k + 1, the coefficients b for O to k would be the final solution under the
given error threshold T, and the maximum accurate wave number k. is k x m/K.

The total number of optimized coefficients is N+1, i.e., b_n2 ~ by/2, which is difficult to determine with the simulated
annealing algorithm when N is large. To reduce the optimization effort, Zhang and Yao [26] set up three criteria according
to the theories of sinc interpolation [4] and finite impulse response [21] for the second order derivative. We extend Zhang
and Yao’s criteria to more general cases: (1) the coefficients should be real numbers b, € R, and the operator should be sym-
metric for even order derivatives (i.e., b_, = b,) and be anti-symmetric for odd order derivatives (i.e., b_, = —b,); (2) the total
energy of the optimized FD operator should be zero for both even and odd order derivatives, that is Z'X{N/an =0; (3) the
coefficients should have an amplitude of damped oscillation away from the center position (n = 0), that is |b,| > |b,+1| and
bpby+1 <0 for n > 0; (4) to cover a much wider wave number range, all coefficients should be as large as possible (including
bo and bN/ZO)'

Rules 1 and 2 reduce the actual number of coefficients to only N/2, since by = _22551 b, for even order derivatives and
by = ZZ'“VL *b, = 0 for odd order derivatives. Thus we can obtain the whole operator by purely determining the independent
coefficients by ~ byz(or b_y/2 ~ b_1). Rules 3 and 4 greatly decrease the scope of the search and make the simulated anneal-
ing algorithm affordable for high-order FD operators. In fact, the original coefficients of the conventional FD operators also
obey these criteria.

(a) o1 : : : ‘ ‘ ‘ ‘ ‘ ‘
0 .
01| 4
g
o -02} E
L
=
o
0 - - .
2 03 — Conventional FD
Optimized 4th-order FD
04 Optimized 6th-order FD b
— Optimized 8th-order FD
-0.5 | | — Optimized 10th-order FD ,
— Optimized 12th-order FD
-0.6 . . . . .
0 10 20 30 40 50 60 70 80 90 100
Percentage of Nyquist wavenumber (%)
(b) - ‘ ‘ ‘ ‘ ‘ ‘
1 ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, L
. 0 vv‘ﬁ%ﬁ‘ b
g S e SN
o
X
5 2f -
5]
Q
- 3+ o .
g 4 ® B 10 1 16 20 4|28
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Percentage of Nyquist wavenumber (%)

Fig. 4. Accuracy comparison between the conventional and optimized FD operators of the second derivative. See Fig. 3 for detail captions.
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Fig. 5. Accuracy comparison between the Kam and Webb’s operator and our optimized FD operators of the first derivative. Thin solid curves denote the
conventional FD operators with numbers indicating the order. The bold curves denote the optimized FD operators using different error limitations. The four
bold curves on the left side are for the 6th-order FD operators and the two bold curves on the right side are for the 12th-order FD operators, respectively.

Table 3
Optimized coefficients used in Figs. 5-7.%
Tam and Webb’s using 0.01 Our using 0.01 Our using 0.005 Our using 0.0005
by 0.79926643 0.80961299 0.80359697 0.92014414
b, —0.18941314 —0.20184244 —0.19704245 —0.35645100
bs 0.02651995 0.03151878 0.03021447 0.15232195
by —0.05826689
bs 0.01743499
bs —0.00314725

% bp=0,and b_, = —b,, n=1,2,...,6. Our optimized coefficients using 0.0001 are listed in Tables 1 and 2.

5. Proper selection of error threshold

The error threshold ¢ plays an important role in the optimized scheme of the FD operator [25,26]. For a small error lim-
itation (e.g., 0.00001) it can guarantee the accuracy of the resulting operators, but would make it difficult to gain an apparent
improvement. For a big error limitation (e.g., 0.0003-0.03 as suggested by Holberg [10] and by many other works) it can eas-
ily cover a much wider wave number range; unfortunately, the practical performances shown in numerical experiments may
greatly deviate from the theoretical analyses, especially for large travel times or at large distances. Therefore it is necessary
to select a proper error limitation for the objective functions to guarantee that the accuracy improvements are apparent and
solid.

Using the phase velocity is more convenient than using the group velocity when designing the objective function
[6,13,16]. Basically, the absolute error of the operator in the wave number domain is similar to the phase velocity. Whereas
Holberg [10] points out that the objective function based on the phase velocity should have a much smaller error limitation
than that based on the group velocity, which is about one order of magnitude smaller. However, our experiments show that
the practical error limitation is not necessarily as small as suggested by Holberg [10] to obtain the same accuracy. Neverthe-
less, we still suggest using a tight error limitation since in practice the requirement on the accuracy is always increasing.

6. Absolute-error analyses

We evaluate the accuracy performance of the optimized FD operators by examining its absolute errors in the wave num-
ber domain. First, we show the accuracy influences caused by different error limitations. In Fig. 2 we take the 8th-order FD
operator of the second derivative as an example. Obviously, the absolute-error curves of the conventional FD operators in-
crease gradually with increasing wave numbers; whereas the absolute-error curves of the optimized FD operators vibrate
rapidly within the given error limitation. The optimized FD operators have a much wider accurate-wave number coverage
at the cost of much more errors that are evenly distributed within the “accurate-wave number” coverage. Fortunately these
error limitations are small enough for many practical applications.
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****** Bogey & Bailly’s 8th-order FD / )
—— Bogey & Bailly’s 10th-order FD ! \
Bogey & Bailly’s 12th-order FD !

Absolute error (x0.001)

****** Our optimized 8th-order FD
— Our optimized 10th-order FD
Our optimized 12th-order FD
Our optimized 12th-order FD

2 ! ! !
0 10 20 30 40 50 60

Percentage of Nyquist wavenumber (%)

Fig. 6. Accuracy comparison between the Bogey and Bailly’s operators and our optimized FD operators of the first derivative. Black thin solid curves denote
the conventional FD operators with numbers indicating the order. The dashed curves denote the 8th-order optimized FD operators, the colorful thin curves
denote the 10th-order optimized FD operators, and the bold solid curves denote the 12th-order optimized FD operators. The red curves are generated using
the error limitation of 0.0001, and the green curve is generated using 0.0005. (For interpretation of the references to colour in this figure legend, the reader
is referred to the web version of this article.)
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Fig. 7. Comparison between numerical results obtained by 6th-order FD operators. Dashed curves are obtained by the analytical solution, and solid curves
are obtained by (a) conventional 6th-order FD operator; (b) Kam and Webb’s operator (corresponding to ¢ > 0.01); (c) optimized 6th-order FD operator
using & = 0.0005; (d) optimized 6th-order FD operator using ¢ = 0.0001.

The error limitations listed in Fig. 2 (i.e., 0.00005-0.0004) are all far lower than those listed in the literature (e.g., 0.0003-
0.03). Obviously, a bigger error limitation would lead to greater accuracy improvements but much larger peak errors; mean-
while, we see that only a doubled error limitation would earn similar accuracy improvements, as indicated by the black dots
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and the vertical arrows. Therefore, we have to make a balance between the accuracy improvements and the peak errors. We
prefer a tight error limitation to avoid rapid error accumulation, especially for large-scale and long-term problems. We select
0.0001 as our error limitation for later experiments. Tables 1 and 2 list the optimized coefficients under this error limitation
for the first and second derivatives, respectively.

Figs. 3 and 4 show the 4th- to 12th-order optimized FD operators for the first and second derivatives, respectively. Obvi-
ously, the accuracy of the optimized FD operator has a wider accurate wave number coverage than does the conventional
same-order FD operator. In addition, the higher-order optimized FD operators have much wider accurate wave number cov-
erage than do the lower-order optimized FD operators. For example, the accuracy of the optimized 4th-order FD operator is
only slightly higher than that of the conventional 4th-order FD operator. In contrast, the accuracy of the optimized 8th-order
FD operator is much higher than that of the conventional 8th-order FD operator, and even reaches that of the conventional
12th-order FD operator. Furthermore, the accuracy of the optimized 12th-order FD operator is much higher than that of the
conventional 12th-order FD operator and even reaches that of the conventional 24th-order FD operator. Therefore, we sug-
gest using the higher-order optimized FD operators in practical applications since they have much higher accuracy compared
with the lower-order optimized FD operators.

7. Experiments on 1D advection equation

To illustrate the optimized scheme proposed in this paper, we compare our optimized FD operators with Kam and Webb’s
optimized FD operator (1993). We consider the 1D advection equation

ou ou_
ot ' ox
with an initial disturbance

0, (25)

: (26)

(x — 20)?
g

u(x,t =0) :%exp [an

where 0 < x < 400 and the grid interval A = 1. Fig. 5 shows the curves of three different 6th-order optimized FD operators
using error limitations of 0.01, 0.005 and 0.0001. The optimized coefficients used in Fig. 5 are listed in Table 3. Obviously, our
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Fig. 8. Comparison between numerical results obtained by 12th-order FD operators. Dashed curves are obtained by the analytical solution, and solid curves
are obtained by (a) conventional 12th-order FD operator; (b) conventional 24th-order FD operator; (c) optimized 12th-order FD operator using ¢ = 0.001; (d)
optimized 12th-order FD operator using ¢ = 0.0001.
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Fig. 9. Snapshot comparison among different methods at three travel times: (a) 3 s; (b) 6 s; (c) 9 s. Each subfigure has four equivalent parts and they are
separated by dashed lines. Snapshots are generated by the conventional 12th-order, 24th-order and 36th-order FD methods and the optimized 12th-order
FD method, respectively. They are sequentially indicated by N12, N24, N36 and O12. The conventional 36th-order FD method are shown as references.
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Fig. 10. Comparison of local details in Fig. 9. The depth range is 0 < z < 500 m for all sub Figures.. Left column: 500 < x < 1400 m at 3 s; middle column:
1500 < x < 2400 m at 6 s; right column: 1600 < x < 2500 m at 9s.

three operators have smaller peak errors than that of Tam and Webb [23]. In addition, one of our operators shows wider
wave number coverage as well as smaller peak errors than do Tam and Webb’s operator. This indicates that our maxi-
mum-norm objective functions as well as the simulated annealing algorithm are better than the 2-norm objective functions
and the least squares. On the other hand, the other two operators obtained by our scheme seem to have a narrower wave
number coverage than Tam and Webb’s operator; surprisingly, our numerical experiments show that this is actually not
the case.

We also compare our optimized coefficients with some existing optimized coefficients for high-order FD operators [3].
Bogey and Bailly call the 8th-, 10th- and 12th-order operators here as 9-, 11- and 13-point stencils. Fig. 6 show the difference
between our results and their results. For each order listed, our optimized operator generally has quite similar wave number
range but much smaller maximum error. For example, our operators have an error limitation of only 0.0001 (see the red
curves), but theirs have error limitations of 0.0011, 0.0002 and 0.0006 (see the blue curves), respectively. If we use much
looser error limitation, such as 0.0005 (see the green bold curve), the wave number coverage will be much wider compared
with the blue bold curve. We do not show the waveform comparison since the difference in waveform is not so significant in
small scale model or short duration of the record. However, note that a big error in wave number domain always has a big
risk in the presence of either long-period or over-size problems.

As shown in Fig. 7 (corresponding to ¢ = 8), the optimized FD operator using 0.005 is apparently superior to Tam and
Webb’s operator that uses 0.01; in addition, the optimized FD operator using the error limitation of 0.0001 is better than
that using 0.005. Fig. 8 (corresponding to ¢ = 3) shows the case of the 12th-order optimized FD operators, which also indi-
cates that a small error limitation is better than a large error limitation. Therefore, we should use a small error limitation
from now on rather than purely pursuing much wider wave number coverage by arbitrarily relaxing the error limitation.

8. Experiments on 2D wave equation

In this section, we consider the 2D scalar wave equation
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Fig. 11. Waveforms comparison among different methods for SEG/EAGE salt model. (a) Modified SEG/EAGE salt model; (b) 4.0-4.25 s (beginning from the
first arrival); (¢) 7.0-7.25s; (d) 10.0-10.25 s (including multiple reflected waves from the salt dome). Waveforms are generated by the conventional 12th-
order, 24th-order FD methods and the optimized 12th-order FD method, respectively. The conventional 36th-order FD method are shown as references (see
dashed curves).

o’u  du 1 du
where t is the time, ¢(x,z) is the 2D velocity function, and u = u(x,z; t) is the wave field. We take the Ricker wavelet
S(x,z;t) = (1 — 2m2 w?t?) exp(— w2 w*t?) (28)

as the initial waveform, where o is the dominant frequency.
First, we illustrate the above absolute-error analyses by impulse responses in a 2D homogeneous medium, where
—2500 < x <2500 m and —2500 < z < 2500 m with a uniform grid spacing of 5 m. The source location is located at
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xs =0 m and z; = 0 m. The velocity is = 2000 m/s and the dominant frequency w = 50 Hz. Note that the dominant frequency
and the velocity used here almost reach the upper limit that is fairly difficult to handle in practice, and the scale of the model
is also typical in practical applications in geophysical exploration (e.g., [25]). Figs. 9(a)-(c) show the wavefield snapshots at
35,6 sand 9 s, respectively. Fig. 10 shows the local details of Fig. 9. Obviously, the optimized 12th-order FD methods obtain
much better results compared with the conventional 12th-order FD method. In addition, the results obtained by the opti-
mized 12th-order FD method are quite similar to those obtained by the conventional 24th-order FD method. Figs. 9 and
10 indicate that the improvement after using our optimization scheme is significant, even for the large-scale model at a long
travel time. Note that these numerical experiments show perfect agreement with the theoretical analyses in the previous
section.

To verify the capabilities of our optimized FD operators, we simulate the wave field propagations on a modified SEG/EAGE
salt model [1]. Fig. 11(a) shows the velocity model and Fig. 11(b)-(d) show the waveforms at three time windows. For con-
venience of comparison, we take the waveforms generated by the conventional 36th-order FD method as references, as
shown by the dashed curves. We see that the waveforms generated by the conventional 12th-order FD method evidently
deviate from the reference waveforms due to numerical dispersion. In contrast, the waveforms obtained by the optimized
12th-order FD method are almost the same as those obtained by the conventional 24th-order FD method. In addition, the
waveforms obtained by the optimized 12th-order FD method only show slight differences from the reference waveforms
at 10 s (see Fig. 11(d)). Fig. 11 indicates that the optimized FD method is superior to the conventional FD method for the
same order. Again, these conclusions are consistent with the theoretical and numerical analyses in the previous sections.

9. Discussions

Only the absolute error is used in our objective functions. In fact, we can also try relative error [3], or add a proper weight
function to important wave numbers, or try any other possible forms of the objective function, to obtain further improve-
ment. Fortunately, the extension is straightforward to the proposed scheme. As a general approach for optimizing FD oper-
ators, our optimized scheme can be applied to other orders of spatial derivative, for example the third and fourth derivatives
[17,20]. In general, the optimized scheme is applicable to various equations that do not contain cross derivatives. This paper
only concentrates on the FD discretization of spatial derivatives. We can also take the FD discretization of the temporal deriv-
ative into account [3,4,12] or extend our method to higher order time discretization [18]. Of course, this scheme is also avail-
able for compact FD operators [17,27] to achieve additional accuracy improvements.

10. Conclusions

We present a new optimization scheme to reduce the numerical dispersions of high-order explicit FD methods. The objec-
tive functions are constructed with the maximum norm rather than the traditional 2-norm; in addition, we solve the objec-
tive functions using the simulated annealing algorithm rather than the traditional least squares. The maximum norm
provides us with the largest number of possible solutions, which greatly enhances the possibility of finding the optimized
coefficients for the simulated annealing algorithm over a vast solution set.

We show that the error limitation is essential for solid accuracy improvements. A small error limitation is superior to a
large error limitation, although we may draw the opposite conclusion according to the theoretical analyses. This indicates
that we should use a small error threshold (e.g., 0.0001) to guarantee accuracy for large-scale modeling with long travel
times, rather than purely pursuing the accurate wave number coverage by arbitrarily relaxing the error limitations.

For both the first and second spatial derivatives, our optimized 8th-order FD method has the same accuracy as the con-
ventional 12th-order FD method, and our optimized 12th-order FD method has the same accuracy as the conventional 24th-
order FD method. This means we can greatly save on both memory demand and computational cost when using our opti-
mized high-order FD methods.
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